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.2 ________________________________________________________________________
Assighments for This Coming Week

For project:
Make sure to meet with myself and TAs this week

Medium progress towards implementing new ideas. Either promising results or poor results,
but a good idea of what is wrong and how to fix.

Reading assignment due tomorrow Wednesday (4/16).

This Thursday (4/17): fifth reading discussion on large language models.
1. Alignment faking in LLMs
2. Mathematical reasoning in LLMs

I I I!nulti_sensory
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Today’s lecture

Multimodal foundation models and pre-training
Adapting LLMs into multimodal LLMs

From text to multimodal generation

ONONONO

Latest directions

I I Imultisensory
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Recap: Large Language Models

Input Prompt: Recite the first law of robotics Question answering
Open-ended dialog
Translate to different languages

— Retrieve news

Solving math problems

Writing code
Output:

and more...

I I I multisensory
[Brown et al., Language Models are Few-shot Learners. NeurlPS 2020] intelligence



From Large Language Models to Multimodal Models

Classification: What is the tone of the
man in the grey shirt?

Open-ended: Describe the relationships
between these 2 people.

Explanation: Explain why, citing visual and
’ verbal evidence.
Generation: Animate a story inspired by
this short video clip.

Counterfactual: What if these people
were from a different society or culture?

. , . , . . I I I multisensory
[Liang, Zadeh, and Morency. Foundations and Trends on Multimodal Machine Learning. ACM Computing Surveys 2024] intelligence



From Large Language Models to Multimodal Models

It’s just a privilege to

watch your mind at work. This person is being sarcgstic. Here s a story of them in
A A A - They seem to be close friends. a different culture...
4 )
000
A A A A A A
— —_— —p
) + Q@ @ @ 00
(quote previous episodes) (generate future
(highlight multimodal information) episodes)
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Lecture outline

Part 1: Multimodal foundation model representations of text, video, audio

1t 5 just a privilege to
watch your mind at work.

AAA.. € h
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Lecture outline

Part 2: Adapting large language models for multimodal text generation

1t 5 just a privilege to
watch your mind at work.

This person is being sarcastic.

\
A A A coe 4 R They seem to be close friends.

- — A AA

I I I!nulti_sensory
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Lecture outline

Part 3: Enabling text and image generation

1t 5 just a privilege to
watch your mind at work. . ) ) .
This person is being sarcastic.

\
A A A coe 4 R They seem to be close friends.

- — AAA
J K 7 .e0®@

(quote previous episodes)
(highlight multimodal information)
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Vision Transformers

multisensory
intelligence

[original slide co-developed with Louis-Philippe Morency for CMU course 11-777] I I
[Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. ICLR 2020] I
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Multimodal Transformers 3x4

(weighted) outer product

Vision-to-language (row) normalize to 0-1 T

privilege
It just a privilege to : attention
watch your mind at work. mind T 3xd dx4
privilege [0.7 .3 X W W}’(TxT 4 xd
mind (1.0 h = softmax N7, X, W,
vocal  eye-roll 1
emphasis _ _ .
vocal  eye-roll 1 normalize wrt dimension d
emphasis e,
\Q/Qo O
vocal \4\ $
. N\
emphasis
> u »  Sarcasm
eye-roll New language representation
contextualized with vision
[Liang et al., Multimodal Language Analysis with Recurrent Multistage Fusion. EMNLP 2018] I I multisensory
[Tsai et al., Multimodal Transformer for Unaligned Multimodal Language Sequences. ACL 2019] I intelligence
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Multimodal Cross-attention Transformers

Cross-Modal Transformer Modules

- i |
m (h“VOIhvll "';th]
<IMG> I
I
. I
f<CL.S> Man shopping for fruit > e :
______ | 9 —— - —
L"k X k X \
Unimodal Transformer
[original slide co-developed with Louis-Philippe Morency for CMU course 11-777] I I I multisensory
[Lu et al., Vilbert: Pretraining task-agnostic visiolinguistic representations for vision-and-language tasks. NeurIPS 2019] I intelligence
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Multimodal Cross-attention Transformers

(Image Embedder ) UNITER Model ( Text Embedder )
Image Feature ( . - ’ - - w Text Feature
: Transformer : : ; i
(_:D ' 4 A A A . » A A ‘A '\ [}
[ FP ] I FA(: I A A A A A * A A ‘,Er;nb‘ ‘En;qb:
R-CNN H Location’ ﬁ"ﬁ A ! : - . 1 - 1 $ 3 = : T ‘ Token ’ Position’
N y &\ man with his dog on a couch )

'j

0/1

A

| :
| | |
UNITER ] UNITER ] - UNITER ]
el P e A A A Tk ; :
- man with his [MASK] man with his dog --- man with his dog [CLS]

Word Region Alignment (WRA)
Masked Language Modeling (MLM) Masked Region Modeling (MRM) +
Image-Text Matching (ITM)

L A 4
e ‘

Masking words Masking images Does the sentence match the image?
[Chen et al., Uniter: Universal Image-Text Representation Learning. ECCV 2020] I I
[Kim et al., ViLT: Vision-and-Language Transformer Without Convolution or Region Supervision. ICML 2021] I

multisensory
intelligence



Visual-and-Language Transformer (ViLT)
Example of alignment between modalities:

a display of flowers growing out and over the retaining wall in front of cottages on a cloudy day.

i B . _ N E
Ly T, e

A . . T ey,
e
e

R - o

flowers wall cottages cloudy

a room with a rug, a chair, a painting, and a plant.

multisensory
intelligence

[original slide co-developed with Louis-Philippe Morency for CMU course 11-777] I I
[Kim et al., ViLT: Vision-and-Language Transformer Without Convolution or Region Supervision. ICML 2021] I



Adapting Large Language Models to Multimodal

1t 5 just a privilege to
watch your mind at work.

This person is being sarcastic.

\
A A A coe 4 R They seem to be close friends.

- — A AA

I I Imulti_sensory
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Adapting Large Language Models

A small red boat on the water.

Conditioning via prefix tuning T T T T T T T
Modeling p(text | image): Adapted + pretrained p(text | image)
tt tt 1ttt
Adapter Pretrained p(text)

bttt
AA 00000

= Asmall red boat on the water.

_ ) _ _ I I I multisensory
[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurlPS 2021] intelligence



Adapting Large Language Models

Blue
Conditioning via prefix tuning T
Modeling p(text | image): Adapted + pretrained p(text | image)
Adapter Pretrained p(text)

bttt
AA 00000

What color is the car?

. . . . : I I I multisensory
[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurlPS 2021] intelligence



Adapting Large Language Models

Steve Jobs
Conditioning via prefix tuning t 1
Modeling p(text | image): Adapted + pretrained p(text | image)
Adapter Adapter p(text)

| S A A O O |
AA OGO AAOGO

Q: Who = Q: Who
1l invented W, invented
i this? A: W this? A:
/‘ The Wright _ /
brothers. = 3
multisensory

[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurlPS 2021] I I I intelligence




Adapting Large Language Models

This is a dax.

Conditioning via prefix tuning T T T T
Modeling p(text | image): Adapted + pretrained
trt ¢ttt tttt tt t
Adapter Adapter Adapter

trt+t+t tttt ot
AA OGO AAOQ AA OGO

Question:
What is
this?
Answer:

ThlS is a
N dax.

: . . . . I I I multisensory
[Tsimpoukelli et al., Multimodal Few-Shot Learning with Frozen Language Models. NeurlPS 2021] intelligence



Adapting Large Language Models

Flamingo

[PD

This is a picture of two teddy
bears on the moon.

What are they doing?

They are having a
conversation.

What object are they using?
It looks like a computer.
Is this surprising?
Yes, it is surprising.

Why is this picture surprising
to you?
I think it is surprising because

teddy bears are not usually
found on the moon.

What is the common thing
about these three images?

They are all flamingos.

What is the difference be-
tween these three images?

The first one is a cartoon, the
second one is a real flamingo,
and the third one is a 3D

(> model of a flamingo.

[Alayrac et al. Flamingo: a Visual Language Model for Few-Shot Learning. NeurIPS 2022]

This is an apple with a sticker
on it.

What does the sticker say?
The sticker says "iPod".
Where is the photo taken?

It looks like it’s taken in a
backyard.

Do you think it is printed or
handwritten?

It looks like it’s handwritten.
What color is the sticker?
It’s white.

multisensory
intelligence



Scaling Large Multimodal Models

Mini-GPT4

Stage 1: Alignment using
paired image-text data.

Stage 2: Instruction tuning
using image + text instructions
and example completions.

== = == I = _— —_— — ] = —_— — == = = == — I I \
{ The logo design is simple and minimalistic, with a pink line drawing of a flamingo i
standing on one leg in the water. The design is clean and easy to recognize, making it
| suitable for use in various contexts such as a logo for a beach resort or a flamingo- I
I themed event. The use of a flamingo as a symbol adds a touch of whimsy and fun to i
the design, making it memorable and eye-catching. Overall, it's a well-designed logo
\ that effectively communicates the brand's message. |

———————————————————,

< E ')
Vicuna

o= =t e

What do you think of this
| logo design? ### Assistant: 1

Linear Layer

Q-Former

&
e ViT

The architecture of MiniGPT-4.

. . . : : I I I multisensory
[Zhu et al., MiniGPT-4: Enhancing Vision-language Understanding with Advanced Large Language Models. 2023] intelligence



Scaling Large Multimodal Models

LLaMA-Adapter

Example: 3D Point Cloud to Image (Bilingual)

LLaMA-Adapter:
Bilingual Multi-modality

Instruction Model

. : . : . : I | I multisensory
[Zhang et al., LLaMA-Adapter: Efficient Fine-tuning of Language Models with Zero-init Attention. ICLR 2024] intelligence
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Pre-training datasets

Largest dataset is DataComp. It has 12.8 billion image-text pairs.
Recent efforts shifted more towards filtering for high quality multimodal data.
Examples include DFN (2B), COYO (600M), and Obelics (141 M)

YFCC-100M LAION-400M LAION-5B Datacomp-12B
| | | | ,
2018 2021 2022 2023

Data type dataset #samples sampling prob.
DFN [Fang et al,, 2023] 2B 27%
Image-Caption COYO [Byeon et al., 2022] 600M 11.25%
HQITP 400M 6.75%
Interleaved Obelics [Laurencon et al., 2024a] 141M Docs 45%

Text DCLM [Li et al., 2024b] 6.6T Toks 10%



Multimodal Instruction Tuning Datasets

More scattered, smaller in nature

General domain: Vision-Flan (187K), LLaVA-Instruct (150K), InstructBLIP (~1.6M),
M3IT (2.4M)

Clinical: CLIMB-QA (4.51M), BioMed-VITAL (210K), LIaVA-Med (60K)

Dataset # Tasks Multi-Lingual # of Instances  Avg. # of Manual Instructions / Task  Open-Sourced
MiniGPT4 N/A X 5K N/A v
LLaVA 3 X 1.15M N/A v
MultiModalGPT 3 X 6K 5 X
Multilnstruct 26 X ~ 235K S X
InstructBLIP 28 X ~ 1.6M 9.7 X
MPIT (Ours) 40 v 2.4M 10 v




From Text to Multimodal Generation

1t just a privilege to
watch your mind at work. ] ) ) )
This person is being sarcastic.

\
A A A coeo 4 R They seem to be close friends.

- — AAA
J K X XX

(retrieve next episode)
(highlight multimodal evidence)

I I I!nulti_sensory
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From Text to Multimodal Generation

An astronaut riding a horse in the style A bowl of soup that is a portal to another
of Andy Warhol. dimension as digital art

|

. . . : . , I I I multisensory
[Ramesh et al., Hierarchical Text-Conditional Image Generation with CLIP Latents. arXiv 2022] intelligence
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From Text to Multimodal Generation

Directly training diffusion models with conditional information

Conditional latent variables are pretrained CLIP embeddings, then diffusion model to generate image.

@ CLIP encoder

@ Autoregressive model

An armchair in

the shape of an — Text — A A A m— ' . '

encoder

avocado.

[Ramesh et al., Hierarchical Text-Conditional Image Generation with CLIP Latents. arXiv 2022]

CLIP
encoder

l
l

Diffusion
model

—Q

CLIP image
embedding

@ Generation

I I I!nulti_sensory
intelligence



Grounding LMs for Image Retrieval

LIMBeR + CLIP. Trainable in 1 day on 1 GPU

Interleaved images and text CLIP, with a frozen LLM

(neg‘igﬁ;ﬂtgﬁe—gfﬁom [] Frozen Model Linear Layer Loss
Input Embeddings

(seq_len, 4096) silhouette of a
= - A plane flying into Cross Entropy Loss
’ <-|mfl> ‘ silhouette | of | a | 050 | <'|mIg2> ‘ cute | ‘ scooter the sun <pad> cat

on a motorcycle

swlTouette el silhouette of a
Zgg'iiZ: the — E silhouette | ofl | [RET] }—* plane against
Visual Visual Cross Entropy Loss sunset [RET] Output Embe::g?gs the sunset [RET]
Encoder Encoder Input Caption (seq_len, ) Generated Text
(next token prediction)

T silhouette of a
plane against the

I

silhouette

oug
[ensiA

cute cat —
o a gllane sitting on sunsei; <Pad> cute o InfoNCE Loss
against N EEEIET cat sitting on a =
the sunset scooter -
Image #1 Caption #1 Image #2 Caption #2 Combined Groundtruth Input Image
Image and Caption Inputs Caption

Image Captioning Image-Text Retrieval

I multisensory

[Koh et al., Grounding Language Models to Images for Multimodal Inputs and Outputs. ICML 2023] intelligence



Grounding LMs for Image Retrieval

| am thinking of an animal. It is brown
and furry, and has a tail. What is it?

A squirrel.

No, the animal | am thinking of lives in
the river.

A beaver.

That's right, what do beavers look like?
They have a tail.

Show me an illustration of a beaver

A beaver.

Yes, what about a pencil drawing of one?

What about a photo of one?

What is this?

This is a house with a unique design.

What is its shape?

The house is shaped like a dome.

Can you show me more houses like this?

The house is designed by architect.

That’s nice, any others?

Yes, there are many houses
like this in the world.

Provide instructions on how to cook.

How do | make macarons?

Macarons are a French dessert
that are made by combining egg
whites and sugar. The egg
whites are beaten until stiff and
then folded into the sugar.

What does the stiff egg white look like? &

The egg white should be stiff
and glossy.

Show me a picture of what that
looks like

After this, what do | do?

The macaron is then baked in a
hot oven.

[Koh et al., Grounding Language Models to Images for Multimodal Inputs and Outputs. ICML 2023]

multisensory
intelligence



Grounding LMs for Multimodal Generation

Large multimodal models with image generation

<img> | How | should I 500
Adapter layer ! ‘
(part 2)
. Tokenizer
Visual y
Encoder

How should I
display these at
the farmer's
market?

Image #1 Caption #1
Image-Text Inputs

_ _ ) I I I multisensory
[Koh et al., Generating Images with Multimodal Language Models. NeurlPS 2023] intelligence
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Grounding LMs for Multimodal Generation

Large multimodal models with image generation

<img> | How

should I

Adapter layer
(part 2)

Visual
Encoder

Tokenizer

Image #1

How should I
display these at
the farmer's
market?

Caption #1

Image-Text Inputs

Model Output Embeddings

~ I think

[IMG1]

[IMG{r}]

Image
Candidates

Y

Decision Model

Retrieved Image

Generated Image

Outputs:

with a little bit of space between them. P

Final Model> I think they look best when they are on a tray g’ ,

4

[Koh et al., Generating Images with Multimodal Language Models. NeurlPS 2023]

Generation model
(part 3)

I I Imultlsensory
intelligence
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Grounding LMs for Multimodal Generation

Visual Storytelling
Our model can condition on interleaved image-and-text inputs to generate more relevant images compared to non-LLM based text-to-image generation models.

I'm looking for some ideas for a Hi, I'm looking for ideas for
new tattoo. What do you think a customised cake design
looks good on a petite person? £ for my daughter's birthday. >
I'm not sure what you
mean by customised.
Flow canlmaio this How should | publicize
more nutritious? 2 these at the market? 2
You can add vegetables | want a tattoo of a sunflower, | would suggest a simple
to your ramen noodles, but I'm not sure what style sign with the name of : .
but you should be careful would look best on me. 2 the business and a | dEnt 8 calke With & Unicon
e picture of the cupcakes. the.me,. with pastel colors and a .
whimsical feel. -
| think
& b BALCWEK!S
& That's beautiful. Show me 0 @
one that would work well
What are some vegetables as a complementary piece 2 Can you also show me some
| can add to it? 2 decorations that would work well
for the party? X
Broccoli, carrots, and | can show you some ideas
green beans are all
good choices.

Multimodal Dialogue
Our model can generate multimodal dialogue, weaving together text, retrieved images, and generated images.

D User prompts

D Retrieved D Generated

multisensory
intelligence
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Native Multimodal Models

Native Multimodal Modals: LLMs Trained from scratch with multimodal input (instead of finetuning a

trained unimodal LLM)
- Largest public model now: 109B - 2T parameters

Llama 4 Behemoth

288B active parameter, 16 experts
2T total parameters

The most intelligent teacher model for distillation L | ama 4 M aver | C k
17B active parameters, 128 experts
4008B total parameters
Native multimodal with 1M context length L | ama 4 S cou t
m 17B active parameters, 16 experts
109B total parameters

Industry leading 10M context length
Optimized inference

[The Llama 4 herd: The beginning of a new era of natively multimodal Al innovation, https://ai.meta.com/blog/llama-4-multimodal-intelligence/]


https://ai.meta.com/blog/llama-4-multimodal-intelligence/

o34
Native Multimodal Models

- Background
Non-native VLMs: Image encoder paired with frozen trained LLM. The image encoder can either
be frozen or trained. Most VLMs now use this structure.

Non-Native VLM

Most current VLMs use this architecture.

[Scaling Laws for Native Multimodal Models Scaling Laws for Native Multimodal Models, https://arxiv.org/abs/2504.07951]



https://arxiv.org/abs/2504.07951
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Native Multimodal Models

- Background
Non-native VLMs: Image encoder paired with frozen trained LLM. The image encoder can either be
frozen or trained. Most VLMs now use this structure.
Native Multimodal Modals: LLMs Trained from scratch with multimodal input
- Late fusion: Image patches -> Image Encoder -> Linear -> LLM.
- Early fusion: Image patches -> Linear -> LLM (No image encoder!)

Late fusion

[Scaling Laws for Native Multimodal Models Scaling Laws for Native Multimodal Models, https://arxiv.org/abs/2504.07951]



https://arxiv.org/abs/2504.07951
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Native Multimodal Models

- Background
Non-native VLMs: Image encoder paired with frozen trained LLM. The image encoder can either be
frozen or trained. Most VLMs now use this structure.
Native Multimodal Modals: LLMs Trained from scratch with multimodal input
- Late fusion: Image patches -> Image Encoder -> Linear -> LLM.
- Early fusion: Image patches -> Linear -> LLM (No image encoder!)

Early fusion

[Scaling Laws for Native Multimodal Models Scaling Laws for Native Multimodal Models, https://arxiv.org/abs/2504.07951]



https://arxiv.org/abs/2504.07951

Scaling Laws for Native Multimodal Models

- Early fusion models hold small advantage on small scales.
On larger scales, both architectures perform similarly. (We don’t actually need image encoders!)

NMMs scale similarly to unimodal LLMs, with slightly varying scaling exponents depending on the
target data type and training mixture

Image-Caption Interleaved Text-only
3 3.4
W
8238 S 3.2
g
= 2.6
= 2.8 3
=
2.4
s 2.6 2.8
2.2
1{}2{] 1021 1':'2'2 1:]2[]' IDZI 1{]22 1{}2” IDE] IDEE
FLOPs FLOPs FLOPs
Late-289M - - Late-494M —o— Late-1B —b— Late-2 4B
Early-275M —&— Early-464M —e— Early-932M —a— Early-2.28B

[Scaling Laws for Native Multimodal Models Scaling Laws for Native Multimodal Models, https://arxiv.org/abs/2504.07951]


https://arxiv.org/abs/2504.07951

Scaling Laws for Native Multimodal Models

- Sparse structure like MOE significantly benefits NMMs at the same inference cost
- In an MOE structure, Modality-aware design (having separate image/text experts) performs worse
than modality-agnostic design (unified experts for both image/text tokens)

Image-Caption Interleaved

Validation Loss

1008 2008 3008 400B 100B 2008 3008 4008

Tokens seen Tokens seen
Aware-275M - [} - Aware-464M - O o Aware-93ZM - - o Aware-1.63
Agnostic-275M - Agnostic-464M —5— Agnostic-932M —§— Agnostic-1.63B

[Scaling Laws for Native Multimodal Models Scaling Laws for Native Multimodal Models, https://arxiv.org/abs/2504.07951



https://arxiv.org/abs/2504.07951
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One model for everything?

Video sarcasm detection

BLIP-2 pretrained Y: Sarcasm
model
X,: Spoken It’s just a privilege to
watch your mind at work.

54.3 language
53.5
X g Audio
) + visual
5 32.0 '
g Neutral tone + straight face
R U S

. I I I multisensory
[Yu et al., MMOE: Enhancing Multimodal Language Models with Mixture of Multimodal Interaction Experts. EMNLP 2024] intelligence



Mixture of Multimodal Interaction Experts

One model for everything -> specialized models for each interaction

Redundant Unique Synergy y
T

Yr Yu Vs
t t !

Fuse |«

> 'y vision o
/ encoder i VLM
model\ /model\ /model\ /model\ /model\ /model \ e ) |8
5 ole) 5 |utterance I— encoder »_—
S S N R i
encoder =
— z | MLLM
| L~
OOO P’ description) | E LLM
Training Inference | utterance »_—

Datapoint-level
guantification
of interactions

) ) ) ) ) ) I I I multisensory
[Yu et al., MMOE: Enhancing Multimodal Language Models with Mixture of Multimodal Interaction Experts. EMNLP 2024] intelligence



Mixture of Multimodal Interaction Experts

One model for everything -> specialized models for each interaction

Video sarcasm detection

BLIP-2 + Mixture

of Experts
58.0 The car is as fast
54.3 53.5 244 as a cheetah.
45.7

)

® 32.0

]

& k Can you please pass the cow?

[Yosef et al., EMNLP 23] [Hessel et al., ACL 23]
R R U U S S

) ) ) ) ) ) I I I multisensory
[Yu et al., MMOE: Enhancing Multimodal Language Models with Mixture of Multimodal Interaction Experts. EMNLP 2024] intelligence



Time-series Multimodal Models

Typically trained & aligned the same way
as vision language models (alignment +

O . 6
instruction tuning) 1\ 1‘ 1\ 1\ 'N 'T‘l 'T\l

Works for both analysis and prediction 3%‘5 Pre-trained LLM
(Body + LM Head)

MM NNL DDt ot
0 O O O

Patch Pre-trained LLM
Reprogram ) (Text Embedder)

) rtrtr 1
‘/‘J\/\[’\\zﬂ\ the next value is

[Time-LLM: Time Series Forecasting by Reprogramming Large Language Models, https://arxiv.org/abs/2310.01728]

Example: Time-LLM, OneFitsAll



https://arxiv.org/abs/2310.01728

Time-series Multimodal Models

- But some current time series LLMs have questionable performance. Replacing LLM with a simple
attention layer doesn’t significantly degrade performance (sometimes even better).

ETThl-OneFitsAll ETTm2-OneFitsAll ECL-OneFitsAll
w,/ LLM ™ E w/ LLM ™ i w/ LLM 'i
w/o LLM w1 w/o LLM ™ ! w /o LLM * !
LLM2Attn ! i LLM2Attn - 1 LLM2Attn + !
LLM2Trsf i Ly LLM2Tysf ™ : LLM2Tyrsf + |
* . 0.420 (1.450 0,310 0.5322 0.247 (0.260
Lower is better MAE MAE MAE
ETThl-CALF ETTm2-CALF ECL-CALF
w/ LLM i w/ LLM {—— w/ LLM e
w/o LLM F—+— i w/o LLM —— w /o LLM = !
LLM2Attn —— LLM2Attn —— LLM2Attn e !
LLM2Trsf ——i LLM2Tysf b—e——ry ! LLM2Trsf Fe :
0.426 0.429 0.319 0.322 0.261 0.264
MAE MAE MAE
ETThl-TimeLLM ETTm2-TimeLLM ECL-TimeLLM
w,/ LLM i g w/ LLM g i w/ LLM i *
w/o LLM FH w/o LLM H : w/o LLM ¢ +
LLM2ZAttn ! e LLM2Attn ke ' LLM2Attn | #
LLM2Trsf : - LLM2Trsf g : LLM2Tysf |#
0.420 (.435 (0.310 0.325 (1,256 (.268
MAE MAE MAE

[Are Language Models Actually Useful for Time Series Forecasting? https://arxiv.org/abs/2406.16964]



https://arxiv.org/abs/2406.16964

Today’s lecture

Multimodal foundation models and pre-training
Adapting LLMs into multimodal LLMs

From text to multimodal generation

ONONONO

Latest directions: natively multimodal, multimodal MoE,
real-world modalities

I I Imulti_sensory
intelligence



B
Assighments for This Coming Week

For project:
Make sure to meet with myself and TAs this week

Medium progress towards implementing new ideas. Either promising results or poor results,
but a good idea of what is wrong and how to fix.

Reading assignment due tomorrow Wednesday (4/16).

This Thursday (4/17): fifth reading discussion on large language models.
1. Alignment faking in LLMs
2. Reasoning in LLMs

I I I!nulti_sensory
intelligence
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